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In the last years, the improvements in Magnetic Resonance Imaging systems (MRI) provide new and

additional ways to diagnose some brain disorders such as schizophrenia or the Alzheimer disease.

One way to figure out these disorders from a MRI is through image segmentation. Image segmentation

consist in partitioning an image into different regions. These regions determine different tissues present

on the image. This results in a very interesting tool for neuroanatomical analyses. In this paper we

present a segmentation method based on the Growing Hierarchical Self-Organizing Map and

multiobjective-based feature selection to optimize the performance of the segmentation process. Since

the features extracted from the image result crucial for the final performance of the segmentation

process, optimized features are computed to maximize the performance of the segmentation process on

each plane. The experiments performed on this paper use real brain scans from the Internet Brain

Segmentation Repository (IBSR) and the Alzheimer Disease Neuroimaging Initiative (ADNI). Moreover, a

comparison with other methods using the IBSR database shows that our method outperforms other

algorithms.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Nowadays, the improvement in the resolution of Magnetic
Resonance Imaging (MRI) systems provides new and additional
ways to diagnose some brain disorders such as schizophrenia or
the Alzheimer disease. Moreover, some disorders can be diag-
nosed even before the manifestation of any physical symptoms.
At the same time, they could help to discover the cause of brain
disorders or anomalies. There is a vast amount of information
contained in a MRI. On the one hand, MRI systems provide 3D
volumes, composed as a set of slices. On the other hand, current
MRI systems provide 16-bit depth 3D images. However, human
eye is not able to distinguish more than several tens of gray levels.
This way, computers can be used to exploit all the information
contained in a MRI. Indeed, computer aided tools have become a
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very valuable tool for diagnosing some brain disorders such as the
Alzheimer disease [15]. One way to figure out brain disorders
from a MRI is through image segmentation. Image segmentation
consists in partitioning an image into different regions which
determine different tissues. This results in a very interesting tool
for neuroanatomical analyses and Computer Aided Diagnosis
(CAD). Image segmentation can be addressed by classifying a set
of features extracted from the image. These features can be
classified into two groups. The first group contains the first-
order features which does not takes into account the relationship
among pixels. The second group contains the second order
features which are computed extracting data from the relation-
ship among the pixels belonging to a neighbourhood [12].
This way, we extract first order and second order features to
discriminate different tissues on the image. Nevertheless, not all
the features are discriminant enough on all the images. Moreover,
some of these extracted features could diminish the performance
of the classifier. Actually, the feature extraction and selection
imposes a key point on the segmentation process and will
determine the overall segmentation performance. Once a set of
features has been extracted from the image, a classification stage
will group the pixels by means of its similarity. This way, we use
the Growing Hierarchical Self-Organizing map (GHSOM) [10],
a variant of the Self-Organizing Map (SOM) [16], which classifies
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the data in an unsupervised way and allows discovering inherent
hierarchies on the data. In addition, we use aprobability-based
clustering scheme [22,23,21] to redefine the clusters which has
been proved to be effective for improving the classification
performance.

1.1. Summary and organization

After this introduction, the databases used in this work are
presented. These databases contain real brain scans and are used
to optimize the feature set, train the classifier and to test the
overall performance of our algorithm. This section also presents
the feature extraction process accomplished to compose the
feature space for the classifier and the use of the GHSOM as a
classifier as well as the way we have improved it with a
probabilistic behaviour. This modification on the GHSOM is
presented in Section 2.3. A brief background in SOM and GHSOM
is also provided in this section. In addition, Section 2.4 presents
the way that GHSOM can be used for image segmentation. After
describing the materials and methods used in this work, Section 3
presents the experiments conducted to check the performance of
our method as well as the discussion of the results. In this section,
experiments using PCA and multiobjective optimization to reduce
the dimensionality of the feature space are also detailed
and image segmentation examples are provided. Finally, paper
concludes in Section 4.
2. Materials and methods

In this section, we present three subsections which summarize
the segmentation methods and the image databases used in this
work to evaluate the proposed method. Segmentation references
are considered as the ground truth in this work.

2.1. Databases

The performance of our proposal has been checked using real
MRI images from two different sources. One of these sources is
the Internet Brain Image Repository (IBSR) from the Massachu-
setts General Hospital [14]. This repository consist of 20
T1-weighted images from 22 to 35 years old healthy patients.
Scalp and skull are already extracted in these images. Details
regarding age and sex of each patient as well as the number of
scans are provided in [14]. Overlap comparison metric is provided
for each volume for comparing different segmentation methods.
Consequently, images from the IBSR 1.0 database were used to
compute the average overlap metric in order to compare to other
previously proposed algorithms. The second source of images we
used in this paper is the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) [1]. This database was created to study the
advance of the Alzheimer’s disease, collecting a vast amount of
MRI and Positron Emission Tomography (PET) images as well as
blood biomarkers and cerebrospinal fluid analyses. Thus, data
used in the preparation of this paper were obtained from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database
(adni.loni.ucla.edu). The ADNI was launched in 2003 by the National
Institute on Aging (NIA), the National Institute of Biomedical
Imaging and Bioengineering (NIBIB), the Food and Drug Admin-
istration (FDA), private pharmaceutical companies and non-profit
organizations, as a $60 million, 5-year publicprivate partnership.
The primary goal of ADNI has been to test whether serial
magnetic resonance imaging (MRI), positron emission tomo-
graphy (PET), other biological markers, and clinical and neuro-
psychological assessment can be combined to measure the
progression of mild cognitive impairment (MCI) and early
Alzheimer’s disease (AD). Determination of sensitive and specific
markers of very early AD progression is intended to aid researchers
and clinicians to develop new treatments and monitor their
effectiveness, as well as lessen the time and cost of clinical trials.
The Principal Investigator of this initiative is Michael W. Weiner,
MD, VA Medical Center and University of California, San Francisco.
ADNI is the result of efforts of many coinvestigators from a broad
range of academic institutions and private corporations, and
subjects have been recruited from over 50 sites across USA and
Canada. The initial goal of ADNI was to recruit 800 adults, ages
55–90, to participate in the research, approximately 200 cogni-
tively normal older individuals to be followed for 3 years, 400
people with MCI to be followed for 3 years and 200 people with
early AD to be followed for 2 years. For up-to-date information,
see www.adni-info.org. We use T1-weighted MRI ADNI images in
this paper to check the performance of our algorithm.

2.2. Feature extraction

Feature extraction consists in computing some properties or
features from the original data set (image) which allows distin-
guishing among input patterns. Thus, the features computed from
the image have to be descriptive enough. In fact, this imposes a
key point for the classification performance. As a prior step,
preprocessing the image is usually necessary to remove back-
ground noise or other parts on the image not used for the
classification. This is the case of skull removal in ADNI images.
Regarding background noise removal, it can be addressed build-
ing a binary mask to detect the greatest contiguous object. After
multiplying the binary mask with the original image, we get the
background in black. Moreover, the image is centered in order to
avoid pixel losing with the sliding window described afterwards
in this section. Nevertheless, the images from the IBSR database
have these undesired structures and noise already removed. Thus,
we are focused on brain tissue segmentation and we do not
perform skull stripping or noise removal. Extracted features have
to be descriptive enough to differentiate and recognize patterns
present on the image. Redundant features could result on mis-
classification. Then, selecting the features in order to keep the
most discriminant will improve the performance of the classifica-
tion stage and consequently, the performance of the overall
segmentation process. The statistical features used in this paper
are classified into first order features and second order features.
First order features are derived from the gray level of a specific
pixel while higher order features are computed taking into
account the spatial relationship among different pixels. An over-
lapped sliding square window of size 7�7 voxels is used to
compute the features. In order to make use of the image resolu-
tion that window is shifted voxel-by-voxel which allows comput-
ing a feature vector for each voxel. First order computed features
are

Intensity I¼ iðx,yÞ ð1Þ

Average intensity m¼ 1

oxoy

Xox

x ¼ 1

Xoy

y ¼ 1

ðiðx,yÞ�mÞ ð2Þ

Intensity variance s2 ¼
1

oxoy�1

Xox

x ¼ 1

Xoy

y ¼ 1

ðiðx,yÞ�mÞ ð3Þ

On the other hand, second order features use the relationship
between the central pixel and other pixel on a 2D or 3D
neighbourhood. As second order features, we use the Haralick
features [12] which capture the texture, and Hu moments [13]
which are invariants under rotation and scaling. Both first order
and second order features are computed over each window, and
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Table 1
Extracted features summary.

Feature

index

Feature Feature

index

Feature

1 Intensity 13 Cluster prominence

2 Intensity mean 14 Cluster shade

3 Intensity variance 15 Dissimilarity

4 Energy 16 Variance

5 Entropy 17 Hu moment (1)

6 Contrast 18 Hu moment (2)

7 Homogeneity 19 Hu moment (3)

8 Sum Average 20 Hu moment (4)

9 Autocorrelation 21 Hu moment (5)

10 Matlab correlation 22 Hu moment (6)

11 Correlation 23 Hu moment (6)

12 Angular second moment

(ASM)

24 Hu moment (7)

13 Maximum probability
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assigned to the central pixel. Therefore, each pixel will have
a different feature vector. Thus, the feature vector belongs to a
D-dimensional feature space if D features have been extracted.
The full feature set extracted from each window is summarized in
Table 1.

2.3. Background in SOM and GHSOM

SOM [16] is one of the most used artificial neural network
models for unsupervised learning. The main purpose of SOM is to
group the similar data instances close into a two or three
dimensional lattice (output map). On the other hand, different
data instances will be apart in the output map. SOM consist of a
number or neurons also called units which are arranged following
a previously determined lattice. During the training phase, the
distance between an input vector and the weights associated to
the units on the output map are calculated. Usually, the Euclidean
distance is used as shown in Eq. (4). Then, the unit closer to the
input vector is referred as winning unit or Best Matching Unit
(BMU) and its associated weight is updated. Moreover, the
weights of the units in the neighbour of the winning unit are
also updated as in Eq. (5). The neighbour function defines the
shape of the neighborhood and usually, a Gaussian function
which shrinks in each iteration is used as shown in Eq. (6). This
deals with a competitive process in which the winning neuron
each iteration is called Best Matching Unit (BMU):

UoðtÞ ¼ argmin
i

JðtÞ�oiðtÞJ ð4Þ

oiðtþ1Þ ¼oiðtÞþaihUi
ðtÞðxðtÞ�oiðtÞÞ ð5Þ

hUi
ðtÞ ¼ e�JrU�riJ=2s2ðtÞ ð6Þ

In Eq. (6), ri represents the position on the output space (2D or 3D)
and JrU�riJ is the distance between the winning unit and the i-
neuron on the output space. On the other hand, sðtÞ controls the
reduction of the Gaussian neighborhood on each iteration. sðtÞ
usually takes the form of exponential decay function as in Eq. (7),
where s0 is the initial value of s and t1 is a time constant:

sðtÞ ¼ s0e�n=t1 ð7Þ

In the same way, the learning factor in Eq. (5), also diminishes
in time. However, a may decay in a linear or exponential fashion.
Regarding the calculation of the quality of the output map, there
exist two measures. The first is the quantization error, which is a
measure of the resolution of the map. This can be calculated by
computing the average distance between all the BMUs and the
input data vectors as shown in Eq. (8). There is another measure
of the goodness of the SOM. This measure is the topographic error,
which measures how the SOM preserves the topology. This error
can be computed with Eq. (11), where N is the total number of
input vectors and uðxi

!
Þ is 1 if first and second BMU for the input

vector xi
!

are adjacent units (0 otherwise) [16,3]. Then, the lower
qe and te, the better the SOM is adapted to the input patterns.
Unsupervised SOM are frequently used for classification and it
does not use class information in the training process. Never-
theless, the main drawback of SOM is the size of the map, which
has to be selected before classification and usually determines the
quality of the SOM. On the other hand, the performance of
SOM with high-dimensional input data depends on the specific
features, and the calculation of the clusters borders may be not
optimally defined. This way, the Growing Hierarchical Self-
organizing Map [10,26] is a variant of SOM which dynamically
grows overcomes the limitations of the SOM and allows discover-
ing inherent hierarchies on the data.

GHSOM is a hierarchical and non-fixed structure developed to
overcome the main limitations of classical SOM [26,16]. GHSOM
[10] consists of multiple layers, each of them composed of several
independent SOMs. Hence, during the training process, the
number of the SOM maps on each layer and the size of each
SOM is determined. This provides an adaptive growing process in
both, the size of the GHSOM maps and the depth of the hierarchy.
The growing process is controlled by two parameters which
control the depth of the hierarchy and the breadth of each map.
Therefore, these two parameters are the only ones which have to
be determined in advance. In order to determine how much the
GHSOM grows, the quantization error of each unit is calculated
according to Eq. (8), where Ci is the set of input vectors mapped
into the unit i, xj is the j-th input vector belonging to Ci, and oi is
the weight associated to the unit i:

qei ¼
X

xj A c:i

Joi�xjJ ð8Þ

mqei ¼
1

nCi

X

xj ACi

Joi�xjJ ð9Þ

Initially, all the input vectors belong to C0. This means all the
inputs are used to compute the initial quantization error, qe0.
Then, quantization errors qei for each neuron are calculated.

This way, whenever qeiot2 � qe0, the neuron i is expanded in
a new map on the next level of the hierarchy. Each new map is
trained as an independent SOM, and the BMU calculation is
performed as shown in Eq. (5) by using the Euclidean distance
metric. Once the new map is trained, the quantization error of
each neuron on this map is computed after training. mqem is
computed as the mean of the mqei values for all the units in the
map m as shown in Eq. (9), and is used to check the map growth.
Thus, the map m will grow mqemZt1 � qi, where qi is the
quantization error of the unit i on the upper layer and t1 is a
parameter to control the depth of the GHSOM. All the growing
process has been summarized in Fig. 1. If t1 and t2 are selected in
such a way the GHSOM is sightly oversized, some of the units
on the GHSOM maps may remain unlabeled after training.
As GHSOM is a fine-grained unsupervised classifier, it can be
used for image segmentation taking advantage of its clustering
properties. In addition, GHSOM can be improved including prob-
abilistic models as shown in [21] (Fig. 2).

2.3.1. BMU calculation on GHSOM

Once the GHSOM is trained, the BMU is computed for every
data sample. In the case of SOM, the BMU is calculated in the
same way it is found during the training phase (i.e., computing



Fig. 1. GHSOM growing example.

Fig. 2. GHSOM map relabeling method.

Fig. 3. GHSOM BMU calculation example.

A. Ortiz et al. / Neurocomputing 114 (2013) 118–131 121
the minimum Euclidean distance between the sample and the
SOM units). However, GHSOM is composed of several SOM
layers created during the training phase. This way, BMU
calculation requires following all the SOM hierarchy to deter-
mine the winning unit and the map which it belongs to. Thus,
an iterative algorithm has been developed as shown in Fig. 3.
In this figure, an example of BMU calculation on a three-level
GHSOM is shown. Let suppose we calculate the distances
between an input pattern and the weight vectors of the level
0 map, and then compute the minimum of these distances. As
a result, the winning neuron on map 1 is found. Since other
map could be growth from this winning neuron, we have to
check if the wining neuron is a parent unit. This can be
accomplished with the parent vectors resulting from the
GHSOM training process. If a new map arose from
the wining neuron, the BMU on this map is calculated. This
process is repeated until a BMU with no growing map is found.
Thus, the BMU in the GHSOM is associated to a map in a level
of the hierarchy. At his point, a probability-based labeling
method is applied by using a 2D Gaussian kernel centered at
each BMU. Then, prior probabilities are computed using a
majority-voting scheme with the units inside the Gaussian
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kernel, and the posterior probability is computed using the
Bayes formula as shown in (12).

In Eq. (10), the Gaussian kernel used to estimate the label for
unlabeled units is shown. In this equation, s determines the
width of the Gaussian kernel. In other words, it is the neighbor-
hood taken into account for the relabeling process. On the other
hand, ðx,yÞ is the position of the BMU in the SOM grid:

Lðx,y,sÞ ¼ 1

2ps2
e�ðx

2þy2Þ=2s2

ð10Þ

te ¼
1

N

XN

i ¼ 1

uðxi
!
Þ ð11Þ

pðok9xÞ ¼
pðx9okÞPðokÞ

pðxÞ
ð12Þ

In Eq. (12), pðok9xÞ represents the probability that a sample
vector x belongs to class ok, while pðx9okÞ is the probability of
the class ok and pðxÞ is a normalization constant. This way,
this posterior probability can be used to classify new samples.
Nevertheless, in this work the posterior probabilities has been
used to relabel the units which remain unlabeled during the SOM
training process.

2.4. MR image segmentation with GHSOM

The image segmentation method we present consists on five
steps. After the MRI is acquired A, the features described in
Section 2.2 are extracted on each slice using an overlapping and
sliding window of 7�7 voxels B. Once the feature space is
composed of C, the feature vectors are used to train a GHSOM
with a portion of the feature vectors computed from the image D

(in our experiments, usually 8% of the total feature vectors as
using a higher percentage does not improves the final results
significantly). After that, we search the BMU corresponding to
each feature vector by using the BMU calculation and the labeling
method E as described in Section 2.2. This results on pixel
classification as GM, WM, CSF or Background. The image segmen-
tation process with GHSOM is shown in Fig. 4.

The segmentation process described above, uses all the com-
puted features. These features have to describe the image and if
possible, not to content redundant information. Thus, the feature
vector has to be enough different from one segment to another for
the classifier. Nevertheless, not all the features provide enough
different information from one voxel to another and the features
have to be properly selected in order to keep only the most
discriminant ones. Selecting a set of features is not straightfor-
ward since it varies from one image to another and the feature
extraction process plays a decisive role in the segmentation
performance. In this paper, feature selection is accomplished by
multiobjective optimization as it provides a relatively fast way to
find the optimal feature set. Once the GHSOM has been trained
with one of the volumes on the IBSR database, we proceed to
segment new images. These new images are also taken from the
Fig. 4. GHSOM segme
IBSR database in order to be able to compare with the ground truth
segmentation. For segmenting a new image, the first step is to extract
windows of size w as commented in Section 2.2. Then, the optimal set
of features calculated in the feature selection stage are extracted from
each pixel, depending on the image plane (coronal, sagital or axial).
After presenting the computed feature vectors to the architecture in
Fig. 1, each voxel is determined to belong to a specific tissue class
(White Matter (WM), Gray Matter (GM), Cerebrospinal Fluid (CSF) or
Background (BCK)).
2.5. Feature selection using multiobjective optimization

The feature extraction stage consists in computing some proper-
ties or features from the original data set (image) which allows
distinguishing among input patterns. Thus, the features computed
from the image are crucial for the classification performance. This
way, Extracted features have to be descriptive enough to differentiate
and recognize patterns present on the image. Redundant features
could result on misclassification. Then, selecting the features in order
to keep the most discriminant will improve the performance of the
classification stage and consequently, the performance of the overall
segmentation process. This way, the dimension of the feature space
will be reduced from R24 (refer to Table 1) to RD (Do24). There are
several algorithms to reduce the dimensionality of the vectors. One of
the most common methods is Principal Component Analysis (PCA) [2].
PCA is a well-known linear technique for dimensionality reduction.
This method, which is based on the covariance matrix, linearly
transforms the high dimensional data into a low-dimensionality data
whose variance is maximized. This is accomplished by computing the
eigenvalues of the covariance matrix. Then, the eigenvectors corre-
sponding to the largest eigenvalues are selected and they may
represent original data. Thus, it is assumed that original data could
be recovered from the eigenvectors. These eigenvectors are the so-
called Principal Components (PCs). While the PCs with higher eigen-
values may be more representative of the original data, the eigen-
vectors with lower eigenvalues may be noise. Nevertheless, PCA starts
with the assumption all the feature vectors can be expressed as a
linear combination of the eigenvectors. If this is not possible, choosing
a small number of PCs will result on information losing. Moreover, in
this paper we use multiobjective optimization [17,8] to reduce the
dimension of the feature space, since the experiments performed
show better segmentation results than PCA. The target of the multi-
objective optimization is to maximize the similarity between the
automatically segmented image and the segmented reference from
the IBSR [14]. A similarity index can be computed as the images on
the IBSR database are labeled (i.e., manual segmentations are
provided), in order to simultaneously measure the number of voxels
being correctly classified. This way, we use the Tanimoto index as
indicated in the following equation:

TaðCg ,CsÞ ¼
p

pþ fnþ fp
ð13Þ
ntation process.
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where
�
 p is the number of voxels labeled as a and successfully
classified (True Positive)

�
 fn is the number of voxels labeled as aACg but non-labeled as

aACs (False Negative)

�
 fp the number of voxels non-labeled as aACg and labeled as

aACs (False Positive)

Tanimoto index is similarity index related to the Jaccard index
[29] and Dice index [9,30], which has been used as performance
metrics in several works [14,18,6,27,11,19] among others. Moreover,
Tanimoto index is used as overlapping rate in the IBSR web site for
comparison among different segmentation algorithms. Thus, the
Tanimoto index provides a measurement of the classification perfor-
mance. This coefficient can be used to select the features which fits
better for a specific segment since these selected features will
maximize the similarity measurement. Maximizing the Tanimoto
coefficient means maximizing three objective functions at the same
time. Each of these four functions computes the Tanimoto coefficient
for a tissue (WM, GM and CSF). This maximization is accomplished by
the Non-dominated Sorting Genetic Algorithm (NSGA-2) [8], a fast elitist
non-dominated sorting genetic algorithm for multiobjective optimi-
zation [8] using the objective functions shown in Table 2.
Table 2
Extracted features summary.

Objective function

f 1 ¼ TaðC
WM
g ,CWM

s Þ

f 2 ¼ TaðC
GM
g ,CGM

s Þ

f 3 ¼ TaðC
CSF
g ,CCSF

s Þ

Fig. 5. Optimization proces

0.83 0.835 0.84 0.845 0.85 0.855 0.86 0.865
0.72

0.74

0.76

0.78

0.8

0.82

0.84

f2 (Tanimoto Index)

f1
 (T

an
im

ot
o 

In
de

x)

Dominated Solution for GM/WM

Dominated Solution for CSF

GM/WM Pareto Front
CSF/WM Pareto Front

Fig. 6. (a) Pareto Fronts for GM/WM and
As a result of the optimization process, the Pareto front which
summarizes the solutions found by NSGA-2 algorithm is found.
Thus, the Pareto front contains enough information to select the
features which maximizes the performance of the classifier
(i.e., the Tanimoto coefficient) for each tissue class (WM, GM, CSF).
Initially, the NSGA-2 algorithm generates a feature set. Then, the
feature set is used to train a GHSOM by using 8% of the samples.
Once the GHSOM is trained, the voxels of three different slices
from a volume are classified and the Tanimoto coefficient corre-
sponding to each tissue is computed. This classification is per-
formed using a GHSOM with probability labeling [21] as shown in
Section 2.3. The labels obtained from the manual segmentations
provided by the IBSR database are used as reference for calculat-
ing the Tanimoto coefficient (ground truth). The optimization
process is summarized in Fig. 5.
3. Experimental results and discussion

In this section we present the results of the experiments
conducted to select the most discriminative features as well as
the segmentation results using these features. Feature selection is
accomplished using PCA and multiobjective optimization with the
NSGA-2 algorithm. On the other hand, the effectiveness of the
GHSOM classifier presented in Section 2.4 is shown. In addition,
images from the IBSR and ADNI databases are segmented and
shown for visual comparison. Hereafter, we refer the segmenta-
tion method which uses GHSOM and multiobjective optimization
as GHSOM-MOO (GHSOM-MultiObjectiveOptimization). Feature
selection by PCA is performed by computing the principal
components of the feature space. Then, the feature vectors are
projected to the 5, 10 and 15 principal components. This allows
using only 5, 10 or 15 features instead of 24. However, it assumes
a linear dependence among features. The optimization process
s for feature selection.
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Fig. 9. Pareto Surface for (a) axial plane, (b) coronal plane and (c) sagittal plane.
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which aims to maximize the overlap rate is performed for each
plane separately. The goal is to find three sets of optimized
features which allow maximizing the segmentation accuracy on
the axial, coronal and sagittal planes respectively. As the optimi-
zation process searches for the best features which maximize the
Tanimoto coefficient for WM, GM CSF and background, the
objective space is 4-dimensional. Since it is not possible to plot
the objective space, we show the Pareto fronts by objective
function pairs. In other words, Figs. 6–8 show the Pareto fronts
which represents the optimization solutions for GM/WM and
CSF/WM segmentation for the axial, coronal and sagittal planes
respectively.

Fig. 9 shows the resulting Pareto surfaces, which represent the
solutions for GM, WM and CSF in the same figure. This sum-
marizes the solutions found by the optimization algorithm. Each
point on this surface provides a three set of features which
maximizes the segmentation performance for GM, WM or CSF
tissues.

The solutions found consist on the sets of features which
maximize the classification performance of each tissue class.
Table 3 shows these optimized feature sets for the axial, coronal
and sagittal planes.

On the other hand, since we initially extracted 24 features,
the optimized feature sets which contain a less number of
features allow a faster segmentation. In the following section,
we show the experimental results obtained by segmenting the
volumes contained in the IBSR database. The performance of our
method is shown by computing the average overlap metric
(see Eq. (13)). The overlap metric is a method for comparing
two segmentations that is more critical than comparisons using
the volume [11,28] and it is a common measure to evaluate the
segmentation algorithms. This is equivalent to the Tanimoto
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coefficient described is Section 2.5. Moreover, since other meth-
ods have been evaluated with this metric, it allows making a
performance comparison. As commented in Section 2.4, the
probability labeling method [22,23] has been used at the classi-
fication step. Thus, Fig. 10 shows the ROC curves of the GHSOM
labeling method. Since a probability is assigned to each data item
Table 3
Optimized features for each tissue class on each plane.

Plane Tissue Optimized feature indexes Number of features

Axial WM 1,2,3,6,11,15,16,17,18,20,21,22 12

GM 1,2,3,6,11,15,16,17,18,20,21,22 12

CSF 1,2,3,6,11,12,14,15,16,18,19,20,21,23,24 15

BCK 1,2,3,6,11,14,18,20,21,23 10

Coronal WM 1,3,9,10,11,15,17,19,22,23,24 11

GM 1,3,9,10,11,15,18,21 8

CSF 1,3,9,10,13,15,17,19,21,22,24 11

BCK 1,3,9,10,13,15,17,19,20,21,23 11

Sagittal WM 1,2,3,10,11,12,13,14,15,16,19,20,23 13

GM 1,2,3,9,16,18,19,20,21,22,24 11

CSF 1,2,3,12,14,15,16,17,18,19,20,23 12

BCK 1,2,3,9,16,18,19,20,21,22,24 11
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Fig. 10. ROC curves for the labeling process when segmenting the IBSR volume 100_23

and (b) coronal plane.
which is labeled, the ROC curve shows the performance of this
process. ROC curves are provided for the segmentation of two
different layers of two different brain scans.

The segmentation experiments in this section have been per-
formed by segmenting all the brains on the IBSR database and then
computing the average overlap for WM, GM, CSF and Background.
Since the average overlap metric values provided on the IBSR are
referred to the coronal scans, we used or results from the coronal
scans for comparison. However, we also provide results for axial and
sagittal planes. Regarding the feature selection, the experiments on
this section have been performed in two ways. First, PCA is used over
the full set of features to reduce the feature space. This way,
experiments with 5, 8, 10 and 15 principal components have been
conducted. Second, the optimized feature sets shown in Section 2.5
are used to improve the segmentation performance. Fig. 11 shows the
average overlap for the axial plane of all the brains on the IBSR.
Results in Fig. 11a are obtained when using PCA for feature space
reduction and Fig. 11b shows the results when multiobjective
optimization is used to determine the most discriminant features.

In the same way, Fig. 12 shows the results for the coronal
plane and Fig. 13 for the sagittal plane.

In Fig. 14 shows the average overlap for the axial plane of all
the brains on the IBSR. Results in Fig. 14 are obtained using the
optimized set of features for the three planes on the 100_23
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Fig. 11. Average overlap for the axial plane of all the brains on the IBSR. Feature reduction is performed with PCA (a) and multiobjective optimization (b), axial plane.
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Fig. 12. Average overlap for the coronal plane of all the brains on the IBSR. Feature reduction is performed with PCA (a) and multiobjective optimization (b), coronal plane.
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Fig. 13. Average overlap for the sagital plane of all the brains on the IBSR. Feature reduction is performed with PCA (a) and multiobjective optimization (b), sagittal plane.
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volume of the IBSR database. In this figure, CGMM refers to
Constrained GMM [11], MPM-MAP [18], Adaptive MAP [24],
Biased MAP (BMAP) [25], Maximum a posteriori probability
(MAP) [4], Tree Structure k-means (tkmeans) [7] and Maximum
Likelihood (mlc) [5] (Figs. 15–22).

Figs 11 and 12 show segmentation examples for different brain
scans from the IBSR. Ground truth is also shown for visual
performance comparison.
In the experiments performed, dimensionality reduction by
NSGA-2 optimization process performs better than PCA as the
average overlap values provided by the features computed by
NSGA-2 are higher than the ones provided by the principal
components features. As a result, the feature set used cannot be
effectively reduced by PCA since the features used do not depend
linearly among them and cannot be expressed as a linear
combination of each other.



Fig. 14. Average overlap comparison for different segmentation methods.

Fig. 15. Segmentation results and ground truth for the axial plane (a), coronal plane (

correspond to WM, GM and CSF respectively. (For interpretation of the references to co

Fig. 16. Segmentation results and ground truth for the axial plane (a), coronal plane (b)
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3.1. ADNI segmentation example

In this section, segmentation of MR images from ADNI data-
base is presented. In this case, segmentations using FAST software
from the FSL library [20] for each image sequence for comparison.
4. Conclusions

In this paper, we presented a segmentation method using
hybrid artificial intelligence techniques to improve the segmenta-
tion accuracy. The problem is addressed in three ways. First, the
feature extraction process, which involves the use of overlapping
windows to compute first order, second order and invariants.
Then, we use an effective enough classifier to group the voxels
belonging to a specific class according to the features computed at
the feature extraction phase. This way, we use GHSOM, a more
sophisticated version of SOM composed of several SOM layers of
variable size. This avoids one of the classical drawbacks of the
SOM, as the map size is adapted to the training data instead of
keep it fixed. On the other hand, GHSOM allows discovering
hierarchical structures on the input data. However, this model
b) and sagittal plane (c), volume 5_8, slice 128:30:166. Orange, Brown and green

lor in this figure caption, the reader is referred to the web version of this article.)

and sagittal plane (c), volume 100_23, slice 128:30:166. Orange, Brown and green

lor in this figure caption, the reader is referred to the web version of this article.)



Fig. 17. Segmentation of the 002_S_0295 (Normal) ADNI volume using the GHSOM-MOO algorithm (a). FAST Segmentation is shown in (b). Slices 100, 110, 120, 130, 140

and 150 on the axial plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.

Fig. 18. Segmentation of the 002_S_0295 (Normal) ADNI volume using the GHSOM-MOO algorithm (a). FAST Segmentation is shown (b). Slices 60, 70, 80, 90, 100 and 110

on the coronal plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.
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have been improved by applying a probability-based labeling
scheme for the unlabeled units. The third issue addressed on this
paper concerns the technique for selecting the features which will
compose the input to the classifier. Since not all the features are
discriminant enough for all the image planes, a multiobjective
optimization algorithm based on evolutive computation is used.
Thus, the optimization algorithm figures out the features which
maximize the classification performance for the three basic
tissues found on a healthy brain (WM, GM and CSF). As a result,
four sets of optimized features are extracted (features for GM,
WM and CSF) for each image plane (axial, coronal and sagital) to
maximize the performance of the classifier. The results obtained
outperforms the results obtained with other segmentation meth-
ods. As commented in Section 2, both IBSR and ADNI databases
contain real brain scans. Thus, all the images used in this work
contain noise due to the acquisition process. In addition, the
segmented images provided by the presented algorithm can be
used to find patterns in AD patients such as hippocampus size or
GM cortical thickness. Indeed, the algorithm presented in this
paper is part of a larger study performed by the authors directed
to use the tissue distribution in early AD diagnosis.
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Fig. 19. Segmentation of the 002_S_0295 (MCI) ADNI volume using the GHSOM-MOO algorithm (a). FAST segmentation is shown in (b). Slices 100, 110, 120, 130, 140, and

150 on the axial plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.

Fig. 20. Segmentation of the 002_S_0295 (MCI) ADNI volume using the GHSOM-MOO algorithm (a). FAST segmentation is shown in (b). Slices 60, 70, 80, 90, 100 and 110

on the coronal plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.

Fig. 21. Segmentation of the 002_S_0295 (AD) ADNI volume using the GHSOM-MOO algorithm (a). FAST Segmentation is shown in (b). Slices 100, 110, 120, 130, 140 and

150 on the axial plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.
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the coronal plane are shown on each column. First row corresponds to WM, second row to GM and third row to CSF.
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